Information Technology

On calculation of the pseudo-inverse econometric models
matrix with a rank deficient observation matrix

Viktor Kutovyil, Oleksandr Kutovyi2, Oleg Shutovskyi3

IKyiv National Economic University named after Vadym Hetman
skutova@ukr.net, orcid.org/0000-0001-6142-1018
2Bielefeld University (Germany) kutovyi@gmail.com,
kutoviy@math.uni-bielefeld.de, orcid.org/0000-0002-2286-5940

3Kyiv National University of Civil Engineering and Architecture
shutovsk@ukr.net, orcid.org/0000-0003-2709-2059

Received on 20.04.2019, accepted after revision on 20.06.2019
https://doi.org/10.31493/tit1921.0302

Abstract. The approach to estimating the pa-
rameters of linear econometric dependencies for
the case of combining a number of special condi-
tions arising in the modeling process is considered.
These conditions concern the most important prob-
lems that arise in practice when implementing a
number of classes of mathematical models, for the
construction of which a matrix of explanatory vari-
ables is used. In most cases, the vectors that make
up the matrix have a close correlation relationship.
That leads to the need to perform calculations us-
ing a rank deficient matrix. There are also viola-
tions of the conditions of the Gauss-Markov theo-
rem. For any non-degenerate square matrix X , an
inverse matrix X " is uniquely defined such that,
for random right-hand side B , the solution of the
system X =B is vectorp =X 0. If X is a de-

generate or rectangular matrix, then there is no
inverse to it. Moreover, in these cases, the sys-
tem X3 =B may be incompatible. Here it is natu-
ral to use a generalization of the concept of the
inverse transformation, which is formulated in
terms of the corresponding problem of minimizing
the sum of squared residuals. In the same case,
having a QR decomposition, one can use the for-

mula X" =R™'Q,". In addition, it is recommended
for specific calculations. With an incomplete rank,

the most convenient form of representation Xt
follows from the expansion in characteristic num-

bers. If X =U >V with non-zero characteristic
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numbers, then X" =V >"U’. We propose an

alternative X * calculation method, which relies on
the decomposition of a rank deficient matrix into
the product of two matrices of full rank.
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INTRODUCTION

There are several mathematically equiva-
lent expressions for a matrix pseudo-inverse

of X . If X is not degenerate, then X" = X".
When X has a full columnar rank, its pseudo-
inverse  matrix can be  represented
as X" =(XX)"'X".

In the same case, having a QR schedule,
one can use the formula X * = R™'Q,’, besides,
it is strongly recommended for specific calcu-
lations. With incomplete rank X , the most
convenient form of representation X~ follows
from the schedule by characteristic numbers.
If X =U 2V withV non-zero characteristic
numbers, then X" =V > "U’. This article pro-
poses an alternative calculation method based

on the decomposition of a rank deficient ma-
trix for the product of two full rank matrices.

METHODOLOGY

Let there be a linear relationship between
the variableY and m explaining variables
XXy wXnand the perturbatione € is a
random variable, emphasizing that only the
existence of second-order finite moments is
necessary.

If we have a sample of n observations over

variables X ;, j=1,2,..m, , then we can write

yi:ZXiij+8i, I=1,2,....n . (1)
j=1

Equations (1) can be written in matrix form:
Y = XB+¢ , where (2)

yl Xll X12 le Bl 81

yn an Xn2 Xnm Bm Sn

Let’s denote through X' and ¢’the matri-
ces transposed to X and €, respectively.
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Let the following conditions be met:

1) Me=0 (3)
2) M (eg)=c*-E,

where E is the unit matrix; 4)
3) X is a matrix whose elements are determin-
istic numbers; (5)

4) rank X <m(matrix X -incomplete rank) (6)

In many econometric studies, the assump-
tions [10—14] of dispersion constancy and the

absence of perturbation correlation (4) seem to
be unrealistic. Thus, when examining consum-
er budgets, one can see that the variance of
residuals relative to the regression line in-
creases with increasing profits. Similarly, in
the analysis of firms activities, the variance of
residuals should probably increase with the
size of firms.

Therefore, condition (4) should be replaced

M(ee') = D=c'W, (4)

where D is the covariance nxn — matrix[19].
The estimates according parameter 3 least

squares in (1) are defined as theB,.pB,....B,,
minimizing values

L:ii(yi _inij)'
i-1 k=1 . j @)
(Vi _Zxkjﬁj)aik - rrgﬁi)n ;

where the matrix A=||a, | is symmetric, de-
cidedly defined nxn is the matrix. The solu-
tion (7) PB.B,....B,will be called the task
pseudo-solution (1-2). The solution will be
linear towards y . In addition, provided (3) Plﬁ

will be an unbiased value Pf3 in (1).
That is,

M (P1B) = P:I_B (8)
P, is orthoprojector.
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The solution, generally speaking, will not
be the only one. We will try to minimize the
amount

(iﬁf — min) . (9)

Then the solution (7) is unique and is called
the normal pseudo-solution of the problem (1-
3, 4,5, 6). WhenA-D=E - solution (7) is
optimal. The Gauss-Markov theorems take
place here.

For case (6), unbiased estimates  are im-

possible, but some unbiased linear combina-

tions of unknown parameters can be estimated.
Let be X a non-degenerate matrix, then the

solution (1, 2) can be written in the form

B=XTY+Xe,

where X — the matrix is inverted to X . An
inverse matrix is a very useful mathematical

concept and often needs to be calculated X .
In the case of a problem (MLS), the question
arises whether there is a mxnmatrixZ

which uniquely defined by the matrix X and it
is such that a solution for single minimum

length (ZBf — min) (MLS) is expressed by

the formula p = ZY .

Such a matrix Z does exist [20], it is called
a pseudo-inverse of the matrix X and is denot-

ed X". For the sake of simplicity, we put
itW =E.

The matrix X is uniquely determined by
the matrix X and does not depend on the spe-

cific orthogonal decomposition X [20]. For
each j, 1< j<n | is the column of the ma-

trix X; can be written in the form X; = X"e,
wheree; | - the column of a single matrix E

So B=X"Y. The purpose of the article is
to constructively define and calculate X ™.

Definition 1.
For random nxm matrix X, the pseudo-

inverse matrix, denoted X", is the mxn ma-
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trix J - the column of which is the only mini-
mum length (MLS) solution. XB =€.

Definition 2.

Matrix X of a mxn size is called a
Moore-Penrose pseudo-inverse matrix for ma-
trix X if it satisfies the following four condi-

tions

1) X*XX* = X"

2) XX*X = X

3) (X"X) =X"X —symmetrical
4) (XX7) = XX* —symmetrical.

From the condition X"XX*=X" it fol-
lows X" XXX =X"X.

Denote X*X =P, thenP*=P, that is
P, — idempotent.

Similarly XX* =P, .

From conditions (3, 4) we obtainP, P, or-
thoprojectors [21]. It can be proved ihat the

general solution of problem (1) is expressed by
the formula

B=X*Y+(E-PR)C,

where C is a random vector.

One can prove that a matrix defined X " al-
ways exists and is a unique one. If X is a non-

degenerate square matrix, then X = X" ob-
viously satisfies the conditions (1-4).

Theorem 1.
If the X-—-nxm matrixn>m and
rank X =m, that is, has a full rank,

then X" = (XX)™*X'. If the X —nxm matrix
m>n,then X" = X'(XX")™.

Proof.
Let X be a full rank matrix. z=(XX)"X".

Let's check the Moore-Penrose conditions.
Letit n>m.
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Proof.
Let X be a full rank matrix. z=(XX)"X".

Let's check the Moore-Penrose conditions.
Letit n>m.

1) ZXZ = (XX) XX (X X)X =

— (XX)'X'=2Z

2) XZX = X (XX) XX = X

3) ZX =(XX)™'XX =P, - orthoprojektor =
= P, —symmetrical [21]

4) XZ = X (X X)X’ —symmetrical .

Letitm>n, Z=X'(XX")"

1) ZXZ = X'(XX) XX (XX ) = X /(XX ) =2
2) XZX = XX'(XX')*X = X

3) XZ = XX'(XX")™ =P, - orthoprojektor =

P, —symmetrical [21]

4) ZX = X'(XX")™ X —symmetrical .

Moore-Penrose conditions are necessary
and sufficient for the matrix Z to be equal X *

[2].

The theorem is proved.

Lemma 1.

Let it be the X-—-nxm matrix

rang X=r (r<m<n).

Then X = AB, A—nxr —is a full rank ma-
trix, — B—rxm is a full rank matrix.

Proof.

Letit X ={X;,X,,..., X}, X, isacolumn
X (j=Lm). LetA={X;,X,,...X,}, where
X, X,,..., X, are the basic columns. Then
any X; is a linear combination of basis col-

umns
X, :Zbijk = X :inkbkj. )
kel =
(X = AB).

A - ||Xik ||i:@ ’ B = kuj lem 1 HX'J H i:m .
k=(1,r) k:m J:m
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A contains r base columns, therefore
rangA=r . B contains all columns of a single

matrixE. So rangB=r. Lemma proved.
X =AB and by theorem 1A"=(A'A)"A,
B =B'(BB')™.

Theorem 2.
x+ — BI(BB!)fl(AIA)fl AI

Proof.
It is known that (AB)™=B"A™. Pseudo-
inverse equality (AB)" =B"A" is not always

fulfilled.
Let us prove that

X" =(AB)"=B"A"=B'(BB) (AA) A",
Let's check Moore-Penrose's conditions for

Z =B'(BB') }(AA) A

1) ABZAB = ABB'(BB') (A’A)A'AB = AB
2) ZABZ =
= B'(BB') }(A'A) - A’ABB'(BB') {(A'A) A =
—B'(BB){(AA) A =7

3) ZAB = B'(BB') (A'A) ' A'AB =

= B'(BB’) B = P, —symmetrical

4) ABZ = ABB'(BB') (A'A) A =

= A(A'A)* A’ = P, —symmetrical .

So Moore's conditions are fulfilled, and
thereforeZ =(AB)" =B"A" = X", The theo-
rem is proved.

The solution (1, 2) ﬁ is determined simul-
taneously: p=X*Y +(E-PR)C. Vector C is

random.
Therefore, if the matrix X is incomplete,
then it is impossible to find an unbiased

value B. Consider B the normal solution to
problem (1, 2). Indeed,
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B=X'Y =(AB)'Y =
=B'(BB) " (A'A) 'A'(ABB +¢) =
=B'(BB)*(A'A) *A'ABB +
+B'(BB) ' (A'A) " Ae =

= B'(BB')'Bp+B'(BB") ' (A'A) " Ae =
=PB+X"e, MB=PB=p.

Definition 2.
The B parameter value is called X —

unbiased if MXB = XP.

Lemma 2.
The value B = XY is an unbiased value

Proof.
We use (2), then

B=X"Y =X"(XB+e)=X"XB+X"e,
hence from (3) and (9)

M (XB) = M (XX *XB+ XX *¢g) =
XX XB=XPB.

Otherwise

B=B'(BB) ™ (A'A) " A'(ABB +¢)

XPB = ABB = ABB'(BB') *(A'A) * A'/ABB +
ABB'(BB")™*(A'A) ' A'e =

= ABB + A(A'A) " A’e = X B+ A(A'A)* Ale.
MXB = Xp.

Lemma is proved.
Mp=B'(BB")'BB=Pp .

So, in general, ﬁ is a biased value of 3.

Let us estimate the variationp — disperse B
towards with M :
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varp =
= MB'(BB") *(A'A) ' A'ee’ A(A'A)(BB') 'B =
=6°B'(BB") (A'A)(AA)(A'A)(BB)B =
=o’B'(BB) (A'A)*(BB") 'B =
=o’B'(BB'/AABB)'B =
=o’B'(B(AB)' ABB')'B =
=o°B'(BXXB')'B
Consequence 1ﬁ. R
M (B'(BB")"Bp) = B'(BB") 'BM (B) =
=PRMB=PR*B=RB,

B is P, —an unbiased valuep .
In general B is defined ambiguously

B=X'Y+(E-P)C. (10)

Theorem 3.
The covariance matrix D(XB) of the X pa-
rameter estimates Xp in model (2) is

equal|[20]
D(XB) =?X (XX)" X',
where (XX)" — pseudo-inverse to (XX).

Proof.
We use lemma (2):

X*=(XX) X, XY =X XB+Xe. (1)
Then

XB=XXY = XX XB+ XX e = XB+ XX €.
So using (3), (4), (9) we obtain

D(XB) =M (XB—XB)XB~-XB)' =
M (XX g, &' (XX ™)) =

Transfer of Innovative Technologies
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= M (X (XX)* X'ge'X (XX)* X') =
=X (XX) (XX)(XX) X' =
X (XX) X",

Otherwise

D(XB) =M (XB- XB)(XB—XB) =
=M (ABB'(BB) ™ (A'A) " Aee’/A(AA) -
(BB")'BB'A=c*A(A'A) A =GP,

The theorem is proved.

Consequence 2.
D(XP) does not depend on non-basic vec-
tor-columns of the matrix X .

!

C,

C .
Suppose that c=| 2 | belongs to the linear

C

m

shell of the rows X, X,,---, X, of the matrix X.
Then c =yX where

v={Y1 Y2 Yol
Then according to (11)
YXB—M (yXB) =yXX .

Besides, ¢ =vX ,M(cB) =cp.
Therefore, we get

D(cB) =M (cB—cP)(cp—cp)’ =

M (yXB —yXB)(YXB—yXP)' =

=M (yXX "ee’X ' X 'y") =

M (yX (X X)X "ge’X (X X)* X 'y") =
= PYX (X X)X X(XX) X'y =
S2yX (XX)" X'y =c(XX)c' .

CONCLUSIONS

Thus, if the matrix of an accurate system is
incomplete, then minor values of the perturba-
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tions of the input data and rounding errors will
not necessarily lead to the appearance in the
process of transformation of the system any
rows or columns consisting entirely of the
same small elements. This is the main, but not
the only, difficulty in constructing numerical
methods for decomposing systems with rank
deficient matrices, which is built on equivalent
transformations of the original system.

Another difficulty is connected with the
reasoning for further transformations of those
systems whose matrices have rows and col-
umns with minor elements.

If the input data of a system with a rank de-
ficient matrix is given with errors, no increase
in the accuracy of the calculations and no
transformations will provide the guaranteed
accuracy of a normal pseudo-solution. This
requires additional information about the exact
task involved. But suppose that after the uni-
tary transformations, a system with small rows
or columns is obtained. Replacing these rows
and columns with zero values is equivalent to
a small perturbation of the initial system ma-
trix. If we can accurately find the normal
pseudo-solution of the resulting system, it will
mean that the projection of the normal pseudo-
solution of the exact system on one of the sub-
spaces drawn on singular vectors will be cal-
culated sufficiently accurately. There is no
reason to expect a better result without addi-
tional information.
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O BBIYHCJICHUH TICEBA000OPATHOM MAaTPHIIBI
IKOHOMETPHUYECKUX Mojiesieil ¢ MaTpuuei
HA0/I0JeHU HETOJHOT0 PaHTa

Buxmop Kymoeou, Anexcandp Kymoesot,
Onee lllymoeckuii

AHHoTanus. PaccMOoTpeH moaxon oleHUBaHUS
MapaMeTpoB JTUHEWHBIX SKOHOMETPUUYECKUX 3aBH-
CUMOCTEH ISl CIy4as COYeTaHHA psia OCOOBIX
YCIIOBH, BO3HUKAIOIINX B MPOIECCE MOJICITHPOBA-
HUS. OTH YCIOBHUS KacaloTcsi HamOoliee Ba)KHBIX
po0JieM, BOSHUKAIOMINX HA MPAKTHUKE TIPHA peau-
3alMM Psia KJIACCOB MAaTeMAaTHYEeCKHX MOJIEICH,
JUTSL TIOCTPOCHHS KOTOPBIX UCIONB3YeTCsS MaTpUlla
OOBACHSIONMMX IePeMEHHBIX. B  OONBIIMHCTBE
CJIy4aeB BEKTOPBI, U3 KOTOPBIX COCTABIISACTCS MaT-
pulla, UMEIOT TECHYIO KOPPEJSAIUOHHYIO CBS3b.
UTo mpuBOAUT K HEOOXOAMMOCTH BBIIIOJIHATEH BHI-
YHUCIIEHUS C MCIIOJI30BAaHUEM MaTPHIIBI HEMTOITHOTO
panra. Taxke UMEIOT MECTO HAPYIICHHS YCIOBHUS
tTeopemsbl ['aycca-Mapkosa. J{ist mo001 HEBBIPOXK-

JICHHOM KBaJpaTHOM MAaTpHULbI X onnosHauHo

-1
ompezesieHa o0paTHas MaTpuLa X rakas, uro

NPy MPOU3BOJIBHOM MPAaBOH YacTH B peuieHueM

_ _ oyl
CUCTEMBI Xp=8B Oyzet BEeKTOp p=X b. Ecmn

X — BBIPOKACHHAA WU IIPAMOYTOJIbHAA MaTpulia,
TO 00paTHOI K Hell He cymecTByeT. bonee Toro, B

3THX CTydasX CHCTEeMa XP=B oxer oxasamses
HECOBMECTUMOM. 311eCh €CTECTBEHHO IOJH30BATh-
csi 0000IIeHNeM MOHATHSI 00paTHOTO Mpeodpas3o-
BaHMs, KOTOpoe (OpMyNHpyeTcss B TEPMUHAX CO-
OTBETCTBYIOIICH 3aaud MUHUMM3AIMH CyMMBbI
KBaJpaToB HEBSA30K. B 3TOM ke ciyuae, umess QR-
pasiokeHne, MOXHO UCIONB30BaTh (HopMyIy

X" = R_lQl'. Kpome Toro, IMEHHO OHa PEKOMEH-
JyeTcs JUIs KOHKPETHBIX BbIYMCIICHHWA. [Ipu He-
MOJIHOM paHre HauwOosiee ya00Has Qopma mpei-
craBnennst X BBITEKAeT U3 PasIOKEHHS IO Xa-
paktepuctnyecknm umciam. Ecrm X =U 2V ¢
V' HeHyJeBBIMU XapaKTEPUCTHYHBIMU YHMCIIAMH,

to X" =V 2"U’. Hamu npearaercs anpTepHa-

THBHBIH CIIOCO6 BhuMCIeHHs X, KOTOpHIi OIH-
paercs Ha PasIOKEHUH MATPUIbl X HEMOJIHOTO
paHra Ha MPOU3BCIACHUE JBYX MaTpul] IIOJTHOTO
paHra.

KioueBble c10Ba: 3KOHOMETpPHUYECKAss MO-
Jieflb, MaTpUlla HENOJHOI0 paHra, YCJIOBUs
l"aycca-MapkoBa, niceBgoo0paTHas MaTpuIla.

Transfer of Innovative Technologies
2019 Vol.2, No.1, 68-74



